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I. Introduction

Every exercise in the first three chapters of Hartshorne, hopefully, eventually (“every” means every single

one).

Current tally

There are some partially-completed problems in the document as well, but these are not included in the tally.

• Chapter 1: 16/90

• Chapter 2: 9/134

• Chapter 3: 0/88

II. Chapter 1

A. Section 1.1

Solution II.1 (Problem 1.1.1). There are a few parts:

1. Of course, A(Y ) = k[x, y]/(y− x2). We can define φ : k[x, y] → k[x] as φ(p)(x) = p(x, x2). Verification

that this is a ring homomorphism is trivial. It is obviously surjective, as k[x] ⊂ k[x, y], and φ|k[x] = id.

In addition, φ(y − x2) = 0. Moreover, if φ(p) = 0, then p(x, x2) = 0. Define h(x, y) = p(x, y + x2) ∈
k[x, y] = k[x][y]. Of course, we may write h(x, y) = h0(x) + h1(x)y + h2(x)y

2 + · · · , by definition,

and p(x, x2) = h(x, 0) = h0(x), so h(x, y) = yg(x, y) for some g. Thus, p(x, y) = (y − x2)g(x, y − x2),

which means p ∈ (y − x2). It follows that Ker(φ) = (y − x2), so by the first isomorphism theorem,

k[x, y]/(y − x2) ≃ Im(φ) = k[x], so A(Y ) ≃ k[x], as desired.

2. Suppose φ : k[x, y]/(xy − 1) → k[x] is a ring homomorphism. Since [x][y] = [xy] = [1] in the domain,

φ([x])φ([y]) = φ([x][y]) = φ([1]) = 1. Thus, φ([x]) = a ∈ k and φ([y]) = a−1 ∈ k. Given some b ∈ k,

with b ̸= 0, note that we must also have φ([b])φ([b−1]) = 1, so φ([b]) is a unit in k[x], thus in k. It

follows that Im(φ) = k, which means that φ cannot be an isomorphism.

3. (Starred) The idea is to make use of a sequence of automorphisms of k[x, y], which descend to auto-

morphisms of the quotient. In particular, a general quadratic polynomial is of the form

p(x, y) = ax2 + by2 + cxy + dx+ ey + f (1)

∗ jceroni@uchicago.edu

mailto:jceroni@uchicago.edu


2

Since we are working over an algebraically closed field, we are allowed to take square roots. For this

to be a quadratic, at least one of a, b or c must be non-zero. Assume c is non-zero, and assume that

4ab = c2. It then follows that either a or b is non-zero (we can assume WLOG it is a), so the map

(x, y) 7→ (
√
ax+

√
by, y) is an isomorphism. Note that we can write

ax2 + by2 + cxy + dx+ ey + f = (
√
ax+

√
by)2 + dx+ ey + f (2)

so it follows that we may reduce to the case that our quadratic is of the form x2 + dx+ ey + f . From

here, note that e ̸= 0, or else our polynomial in x would be reducible. In addition, we can re-write

x2 + dx+ f in the form −(ix− d′)2 + f ′, so that

x2 + dx+ ey + f = (ey + f ′)− (ix− d′)2 (3)

and note that (x, y) 7→ (ix− d′, ey + f ′) is an isomorphism, so we have reduced to the case where our

quadratic is y − x2.

Next, consider the case where 4ab ̸= c2, still with c non-zero and also with a ̸= 0 or b ̸= 0. The idea

is that we can transform ax2 + by2 + cxy to xy. In particular, assume WLOG that a ̸= 0, so we can

factor out a unit and assume the degree-2 part of our quadratic is of the form

x2 + by2 + cxy = (x− r+y)(x− r−y) (4)

with 4b ̸= c2, where

r± =
c±

√
c2 − 4b

2
(5)

Note that r+ ̸= r−, as their difference is
√
c2 − 4b, which is non-zero. Thus, at least one of them is

non-zero, so that (x, y) 7→ (x − r+y, x − r−y) is an isomorphism. It follows that we can reduce our

quadratic to the form xy + dx+ ey + f . This is also the form of the quadratic, after factoring out c, if

we didn’t first assume that either a or b is non-zero. Of course, xy + dx+ ey + f = (x+ e)(y + d) + f ,

so we can reduce to the case xy + f . If f = 0, our quadratic is reducible, which is a contradiction, so

f ̸= 0. Factoring out a unit reduces to the case xy − 1.

The final case that we must check is when c = 0. Again, either a or b must be non-zero, or we don’t

have a quadratic. If one of these is zero, then our quadratic can be assumed of the form x2+dx+ey+f :

the same as in the first case worked out, so this will reduce to the case of y − x2. If both are non-zero,

then we have

ax2 + by2 = (
√
ax− i

√
by)(

√
ax+ i

√
by) (6)

with (x, y) 7→ (
√
ax−i

√
by,

√
ax+i

√
by) being an isomorphism, reducing us to the case of xy+dx+ey+f :

another case which we already worked out.

Thus, to summarize, given some irreducible quadratic, we can always find a sequence of ring au-

tomorphisms of k[x, y] and multiplication by units which takes the quadratic to either y − x2 or

xy − 1. Given a ring automorphism φ : k[x, y] → k[x, y], this will descend to a ring automorphism

φ̃ : k[x, y]/(f) → k[x, y]/(φ(f)) where φ̃(g + (f)) = φ(g) + (φ(f)). In addition, if c is a unit, (f)

and (cf) are the same ideal. It follows that via our sequence of transformations, we can exhibit an

isomorphism which takes k[x, y]/(f) to k[x, y]/(y − x2) or k[x, y]/(xy − 1), with the individual criteria

for each case explained in the course of the solution above.

Solution II.2 (Problem 1.1.2). Clearly, Y = V (y − x2, z − x3). We want to show that (y − x2, z − x3) is

prime. To do so, define the map φ : k[x, y, z] → k[x] which takes p(x, y, z) to p(x, x2, x3). It is clear that

this is a surjective ring homomorphism and (y − x2, z − x3) ⊂ Ker(φ). Moreover, suppose φ(p) = 0. Define

h(x, y, z) = p(x, y + x2, z + x3). Of course, h(x, 0, 0) = 0, so we can write

h(x, y, z) = yg1(x, y, z) + zg2(x, y, z) (7)
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as each term is divisible by z or y. We then have

p(x, y, z) = h(x, y − x2, z − x3) = (y − x2)g1(x, y − x2, z − x3) + (z − y3)g2(x, y − x2, z − x3) (8)

which means that p ∈ (y − x2, z − x3). Thus, k[x] ≃ k[x, y, z]/(y − x2, z − x3) so (y − x2, z − x3) is prime,

so Y is an affine variety and is 1-dimensional as dim(k[x]) = 1. We have I(Y ) = (y − x2, z − x3), so we

automatically have a pair of generators (this ideal clearly cannot be generated by one of these generators).

Solution II.3 (Problem 1.1.3). We have

V (x2 − yz, xz − x) = V (x2 − yz) ∩ [V (x) ∪ V (z − 1)] (9)

= V (x2 − yz, x) ∪ V (x2 − yz, z − 1) (10)

= V (yz, x) ∪ V (x2 − y, z − 1) (11)

= ([V (y) ∪ V (z)] ∩ V (x)) ∪ V (x2 − y, z − 1) (12)

= V (y, x) ∪ V (z, x) ∪ V (y − x2, z − 1) (13)

Showing that each of the ideals (y, x), (z, x) and (y − x2, z − 1) can be done easily via the same method as

Problem 1.1.2. Thus, Y is the union of three irreducible components. It is easy to see that they each are

1-dimensional (as their coordinate rings are isomorphic to polynomials in a single variable).

Solution II.4 (Problem 1.1.4). Every open set in the product topology for A1 × A1 can be written as the

union of a collection of U × V , with U, V ⊂ A1 open. Of course, U and V will be A1 with some finite

collection of points removed (when they are non-empty). Thus, U × V is A2 with some finite collection of

vertical/horizontal lines removed. All of these sets are open in the Zariski topology for A2. However, the

Zariski topology is strictly finer than the product topology.

In particular, consider the open set Y = V (x − y)C in the Zariski topology. Given some point p in Y , if

Y is open in the product topology we must be able to choose some U × V which is a neighbourhood of p

and contained in Y . However, any complement of a finite collection of horizontal/vertical lines will clearly

contain some point on the diagonal V (x− y).

Solution II.5 (Problem 1.1.5). First, note that the coordinate ring of some algebraic set V is of the form

A(V ) = k[x1, . . . , xn]/I(V ), where I(V ) is a radical ideal. It follows immediately that if [p]n = [pn] = 0 in

A(V ), then pn ∈ I(V ), so p ∈ I(V ) and [p] = 0. This means A(V ) has no nilpotent elements. Moreover, it is

immediately clear that A(V ) is a finitely-generated k-algebra, generated by [x1], . . . , [xn].

Conversely, suppose B is a finitely-generated k-algebra with no nilpotent elements. Let b1, . . . , bn be a

generating set for B, then the evaluation map φ : k[x1, . . . , xn] → B sending p to p(b1, . . . , bn) is surjective.

It follows that B ≃ k[x1, . . . , xn]/Ker(φ). Denote the ideal Ker(φ) by I. Since B has no nilpotent elements,

it follows that if pn ∈ I so that p(b1, . . . , bn)
n = 0, then p(b1, . . . , bn) = 0, so p ∈ I. Thus, I is a radical ideal

and I(V (I)) = I. It follows that B ≃ A(V (I)).

Solution II.6 (Problem 1.1.6). If X is a topological space with non-empty open set U and U is proper, then

X = U ∪ (X − U), so X is reducible. Thus, if X is irreducible, every non-empty open set is dense. For the

second part, suppose C1 and C2 are closed in Y with C1 ∪C2 = Y . Then since Y is closed in X, C1 and C2

are as well. Thus, C1 ∩Y and C2 ∩Y is closed in Y . Since Y is irreducible and the union of these closed sets

is Y , either Y ⊂ C1 or Y ⊂ C2. Thus, Y ⊂ C1 or Y ⊂ C2, so Y is irreducible.

Solution II.7 (Problem 1.1.7). This is a long problem:

1. Given some non-empty family F of closed sets, suppose there is no minimal element. Let C1 ∈ F , we

can choose C2 ∈ F which is a proper subset of C1. We continue on inductively, choosing Cj+1 ∈ F a

proper subset of Cj . At follows that we have a descending chain in X which does not terminate, so

X is not Noetherian. On the other hand, given a descending chain C1 ⊃ C2 ⊃ · · · , there must be a

minimal element (as such a chain is a family), hence some Cn such that if Cj ⊂ Cn, then Cn = Cj , so

the chain terminates after a finite number of steps. The open set conditions can easily be seen to be

equivalent to the conditions above by taking complements.
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2. Let {Uα}α be an open cover for X. Suppose there is no finite subcover. Pick U1 in the cover arbitrarily.

Then pick some x2 ∈ UC
1 and pick a neighbourhood of x2 in the cover, label it U2. We proceed

inductively, choosing xn+1 ∈ (U1 ∪ · · · ∪ Un)
C , letting Un+1 ∈ {Uα} being a neighbourhood of xn+1.

Then the ascending chain of open set Vn = U1 ∪ · · · ∪ Un never terminates, as Vn+1 contains xn+1

while Vn does not. Thus, X is not Noetherian. It follows that if X is Noetherian, then it must be

quasi-compact.

3. Any descending chain C1 ⊃ C2 ⊃ · · · of closed sets of Y ⊂ X implies that Cj = Kj ∩ Y with Kj a

closed set. We then define K ′
n = K1 ∩ · · · ∩Kn, which gives a descending chain K ′

1 ⊃ K ′
2 ⊃ · · · of X.

This chain eventually terminates, so K ′
n = K ′

n+1 = · · · . Note that

K ′
j ∩ Y = (K1 ∩ Y ) ∩ · · · ∩ (Kj ∩ Y ) = C1 ∩ · · · ∩ Cj = Cj (14)

which implies that Cn = Cn+1 = · · · , so Y is Noetherian.

4. Recall that any quasi-compact subset of a quasi-compact Hausdorff space is closed. If X is Noetherian,

then every subset is Noetherian, thus quasi-compact, thus closed. Every subset being closed implies

that X has the discrete topology. Quasi-compactness of the whole space then implies that it is a finite

set of points (if we had an infinite number of points, with each single-point set open, we could not have

a finite subcover).

Solution II.8 (Problem 1.1.8). Before jumping into this solution, we must remark on something: when we

decompose an affine algebraic set into its irreducible components, Y = Y1 ∪ · · · ∪ Ym, each Yj is maximal

in the sense that it is not contained in any strictly larger irreducible algebraic subset Y ′ ⊂ Y . Clearly,

Y ′ =
⋃

j(Y
′ ∩ Yj), so if Y ′ is irreducible, Y ′ ∩ Yj = Y ′ for at least one of the j. It can’t be j = 2, . . . ,m as

we would then have Y1 ⊂ Y ′ ⊂ Yj . Thus, Y ′ = Y1. This means that when given some affine algebraic set

V with irreducible decomposition V = V (p1) ∪ · · · ∪ V (pm) with each pj a prime ideal, then each of these

primes is minimal in the sense that they contain no smaller prime which contains I(V ).

We write Y = V (I), where I is prime, and H = V (f), where f is some irreducible polynomial, as well as

Y ∩H = V (I, f) = V (J) where J = Rad(I, f). Let V (pj) be one of the irreducible components of V (J), so

pj ⊃ (I, f). We note that

dimV (pj) = dim k[x1, . . . , xn]/pj = dim(k[x1, . . . , xn]/I)/(pj/I) (15)

= dim(k[x1, . . . , xn]/I)− height(pj/I) (16)

= dimV (I)− height(pj/I) (17)

= r − height(pj/I) (18)

where pj/I is a prime ideal of k[x1, . . . , xn]/I. Suppose q were another prime ideal such that q ⊂ pj/I, then

I ⊂ π−1(q) ⊂ pj , so by minimality of pj , q = pj/I. In addition, f + I ∈ pj/I. We can’t have f ∈ I, as then

V (f) ⊃ V (I), which we assumed is not the case. Clearly f + I is not a zero-divisor as k[x1, . . . , xn]/I is an

integral domain, as I is prime. Moreover, if fg = 1 + I, so fg + i = 1 for some i ∈ I and g ∈ k[x1, . . . , xn],

then (f, I) = (1), so V (J) = ∅. Thus, we actually require the addition assumption that Y and H intersect

at all!

With this new assumption, we can apply Krull’s Haupidealsatz to see that height(pj/I) = 1, so that

dimV (pj) = r − 1 for all j.

Solution II.9 (Problem 1.1.9). We can do this problem inductively, assuming a is proper. Obviously if a

is generated by a single, non-zero element f which isn’t a unit, since k[x1, . . . , xn] is a UFD, we can factor

f = f1 · · · fm where each fj is irreducible, so V (f) = V (f1) ∪ · · · ∪ V (fm). We then know from Proposition

1.13 that each V (fj) is a variety (thus irreducible) of dimension n − 1, so it follows that every irreducible

component of V (f) has dimension n − 1. If a = (0), then V (a) = An(k), which is dimension n, so we have

proved the base case.
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From here, suppose a = (a1, . . . , ar). We then have

V (a) = V (a1, . . . , ar) = V (a1, . . . , ar−1) ∩ V (ar) =
⋃
j

V (pj) ∩ V (ar) (19)

where V (pj) are the irreducible components of V (a1, . . . , ar−1), each of which have dimension greater than

or equal to n − r + 1. If V (pj) ⊂ V (ar), then V (pj) ∩ V (ar) = V (pj). If V (pj) is not a subset of V (ar),

then ar cannot be 0. We have assumed a is proper, so ar is also not a unit, and we can decompose it into

a union of V (fi), where each V (fi) is a hypersurface of dimension n − 1. Then, from Problem 1.1.8 above,

every irreducible component of V (pj) ∩ V (fi) has dimension greater than or equl to n− r. All together, we

can write V (a) as a union of irreducible algebraic sets, all of dimension greater than or equal to n− r. This

completes the proof.

Solution II.10 (Problem 1.1.10). This problem has multiple parts:

1. Of course, any chain Z0 ⊂ · · · ⊂ Zn of distinct, closed, irreducible subsets of Y is a chain of distinct,

closed, irreducible subsets of X, so dim(Y ) ≤ dim(X).

2. From the first part, dimUi ≤ dimX for all i, so supi dimUi ≤ dimX. Conversely, let Z0 ⊂ · · · ⊂ Zn

be a chain of distinct, closed, irreducible subsets of X. For each Zj−1 ⊂ Zj , there must exist some Uij

such that Zj−1 ∩ Uij is a proper subset of Zj ∩ Uij . Thus, if we let U = Ui1 ∪ · · · ∪ Uin , then

3.

4.

Solution II.11 (Problem 1.1.11). Our first claim is that Y = V (x4−y3, x5−z3, y5−z4). It is very clear that

Y ⊂ V (x4−y3, x5−z3, y5−z4). To show the reverse inclusion, pick some (x, y, z) ∈ V . We can take roots, so

pick some t so that t3 = x, so y3 = t12 and z3 = t15. As polynomials in y and z, each has exactly three roots

(as, again, we are working in an algebraically closed field). We denote cubic roots of unity as j0 = 1, j, j2,

so that we must have y = jαt4 ∈ {t4, jt4, j2t4} and z = jβt5 ∈ {t5, jt5, j2t5}. From here, we must also have

y5 = z4, so j5α−4β = 1. It follows that 5α − 4β must be a multiple of 3, for α, β ∈ {0, 1, 2}. It is easy to

verify that the only choice is (α, β) = (0, 0), so y = t4 and z = t5, which means that (x, y, z) = (t3, t4, t5).

TODO: Finish this

Solution II.12 (Problem 1.1.12). Consider

(x2 + iy2 − 1)(x2 − iy2 − 1) = x4 + y4 − 2x2 + 1 (20)

in R[x, y], which vanishes only at points (±1, 0) ∈ A2(R). Each of these single points is itself a closed proper

subset of the vanishing set of p(x, y) = x4 + y4 − 2x2 + 1, so the vanishing set is not irreducible. To see

that this polynomial is irreducible in R[x, y], suppose that it was reducible. Since any facotirzation of p in

R[x, y] would be a factorization in C[x, y], and C[x, y] is a UFD, it follows that one of the factors in Eq. (??)

must be reducible. Each factor must be degree-1, so it follows that if a factor is reducible, it will vanish

precisely on the union of two straight lines. However, note that x2 ± iy2 − 1 vanishes on the embedded circle

(cos(θ), (∓i)1/2 sin(θ)), where given any two lines, we can always find a point on the circle not contained in

these lines.

Thus, the decomposition in Eq. (??) is into irreducible factors, so p is irreducible in R[x, y].

B. Section 1.2

Even after taking a course in algebraic curves, my relative comfort-level when working with projective and

quasi-projective varieties is significantly lower than when working with their affine counterparts. Hopefully

I’ll fix this deficiency in the process of doing these problems.
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Solution II.13 (Problem 1.2.1). Let π : An+1(k)− (0, . . . , 0) → Pn(k) be the quotient map. Recall that

Vp(a) = {y ∈ Pn | there exists x ∈ An+1 − (0, . . . , 0) where π(x) = y, f(x) = 0 for all f ∈ ah} (21)

where ah is the set of all homogeneous elements of a. It follows that if x ∈ Va(a) − (0, . . . , 0), then π(x) ∈
Vp(a). Similarly, if x ∈ π−1(Vp(a)), then all homogeneous element of a vanish at some z ∈ π−1(π(x)),

thus x itself, and since a is generated by homogeneous elements, it follows that all f ∈ a vanish at x, so

x ∈ Va(a)− (0, . . . , 0). We have therefore shown that

Va(a)− (0, . . . , 0) = π−1(Vp(a)) (22)

It follows that if f is homogeneous and vanishes on Vp(a), it vanishes on any homogeneous coordinates for

any point in Vp(a), thus any point in π−1(Vp(a)) = Va(a)− (0, . . . , 0). If deg(f) > 0, then f in fact vanishes

on Va(a), and f ∈ Ia(Va(a)) = Rad(a). We have thus shown that Ip(Vp(a)) ∩ S>0 ⊂ Rad(a). Note that any

element of S0 = k clearly cannot be in Ip(Vp(a)) if Vp(a) ̸= ∅, so in this case, Ip(Vp(a)) ⊂ Rad(a).

Solution II.14 (Problem 1.2.2). Of course, if Vp(a) = ∅, then S ⊃ Rad(a) ⊃ Ip(Vp(a))∩S>0 = Ip(∅)∩S>0 =

S>0. It follows that if Rad(a) does not contain some c ̸= 0 in S0 = k, then it is S>0, and if it does, it is

all of S. If Rad(a) is either S or S>0, then in either case, it contains each of the elements x0, . . . , xn. It

follows that for each j from 0 to n, there is some dj where x
dj

j ∈ a. Then if D = d0 · · · dn, each xD
j is in

a. Let M = (n + 1)D, and note that any generator xα0
0 · · ·xαn

n will have some αj ≥ D, so the generator

is in a. Therefore, SM ⊂ a. If SM ⊂ a for some M , then Vp(a) ⊂ Vp(SM ). If [x0, . . . , xn] ∈ Vp(SM ), then

xM
0 = · · · = xM

n = 0, which is not the case for any point of projective space, so Vp(SM ) = ∅ and Vp(a) = ∅ as

well.

Solution II.15 (Problem 1.2.3). We go point-by-point:

1. This is a trivial application of the definitions.

2. Again, trivial.

3. Clearly, if f is a homogeneous polynomial which vanishes on Y1∪Y2, it vanishes on Y1 and Y2 individually.

The converse is also true, this proves the claim.

4. From Problem 1.2.1, we already know that if Vp(a) ̸= ∅, then Ip(Vp(a)) ⊂ Rad(a). To show the reverse

inclusion, let us first show that Ip(X): the ideal generated by all homogeneous polynomials vanishing

on X ⊂ Pn, is radical. Suppose fm ∈ Ip(X), where f = f0 + f1 + · · · + fd is the decomposition

into homogeneous components. Since Ip(X) is a homogeneous ideal, fm
d ∈ Ip(X), so fd ∈ Ip(X),

as it vanishes on X. It follows that (f − fd)
m ∈ Ip(X) (use the binomial expansion) and f − fd =

f0 + · · · + fd−1. Continue this process inductively to see that fj ∈ Ip(X) for each j, so f ∈ Ip(X) as

well.

Clearly, if f ∈ a, with f = f0 + · · · + fd, then each homogeneous component fj is also in a (as it is a

homogeneous ideal). Thus, obviously fj is homogeneous and vanishes on Vp(a), so fj ∈ Ip(Vp(a)), so

f ∈ Ip(Vp(a)) as well. Then, since Ip(Vp(a)) is radical, Rad(a) ⊂ Ip(Vp(a)), and we have the desired

equality.

5. Clearly Vp(Ip(Y )) is a closed set. Any homogeneous polynomial in Ip(Y ) will vanish on Y , so Y ⊂
Vp(Ip(Y )), thus implying that Y ⊂ Vp(Ip(Y )). To show that this inclusion is an equality, suppose

Y ⊂ Vp(T ), where T is some collection of homogeneous polynomials. Any f ∈ T vanishes on Y , so

f ∈ Ip(Y )h, the set of homogeneous elements in Ip(Y ). Thus, T ⊂ Ip(Y )h, and

Vp(Ip(Y )) = Vp(Ip(Y )h) ⊂ Vp(T ) (23)

It follows that Y = Vp(Ip(Y )), as desired.

Solution II.16 (Problem 1.2.4). Another multi-part question, another test of my will:
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1. Note that if Vp(a) is an algebraic/closed subset of Pn, in the case that Vp(a) = ∅, then Ip(Vp(a)) = S

and Vp(S) = ∅. If Vp(a) ̸= ∅, then Ip(Vp(a)) = Rad(a) is a radical homogeneous ideal. It is not equal

to S+, as if this were the case, then by Problem 1.2.2, Vp(a) = ∅. We also have

Vp(Ip(Vp(a))) = Vp(a) = Vp(a) (24)

Now, assume that a is a radical homogeneous ideal not equal to S+, then if a = S, Vp(a) = ∅, and
Ip(Vp(a)) = Ip(∅) = S. Otheriwse, Vp(a) is a non-empty closed subset of Pn, and Ip(Vp(a)) = Rad(a) =

a, as desired.

2. If Y ⊂ Pn is irreducible, then given fg ∈ Ip(Y ), let us decompose into homogeneous components

f = f0 + · · · + fr and g = g0 + · · · + gq. Then frgq ∈ Ip(Y ), so Y ⊂ Vp(frgq) = Vp(fr) ∪ Vp(gq).

We then have Y = (Y ∩ Vp(fr)) ∪ (Y ∩ Vp(gq)), so either Y ⊂ Vp(fr) or Y ⊂ Vp(gq), so either

fr ∈ Ip(Y ) or gq ∈ Ip(Y ). Then, either (f − fr)g ∈ Ip(Y ) or f(g − gq) ∈ Ip(Y ). We repeat this same

argument inductively by looking at the top-degree homogeneous component of the new polynomial,

until we eventually conclude that either f0, . . . , fr ∈ Ip(Y ) or g0, . . . , gq ∈ Ip(Y ). Thus, f ∈ Ip(Y )

or g ∈ Ip(Y ), and Ip(Y ) is therefore prime. On the other hand, suppose Y = Vp(T1) ∪ Vp(T2) where

both closed sets are proper. Since there is some x ∈ Vp(T1) which is not in Vp(T2), there must exist

some f ∈ T2 which does not vanish at x, and is thus not in Ip(Vp(T1)). We can choose a similar

g ∈ T1. Note that fg is homogeneous and vanishes on Y , so is in Ip(Y ). However, neither f nor g is in

Ip(Y ) = Ip(Vp(T1)) ∩ Ip(Vp(T2)), so Ip(Y ) is not prime.

3. Note that Vp(0) = Pn, where (0) is prime homogeneous, so Ip(Vp(0)) = Rad(0) = (0) is prime, so from

above, Pn is irreducible.

Solution II.17 (Problem 1.2.5). Multiple parts. In both cases, the proofs are similar to their corresponding

proofs in affine space:

1. Given a descending sequence of closed sets Vp(a1) ⊃ Vp(a2) ⊃ · · · , we have an increasing sequence

of homogeneous ideals a1 ⊂ a2 ⊂ · · · in k[x0, . . . , xn], a Noetherian ring, so this sequence eventually

terminates, and thus the sequence of closed sets must as well.

2. Consider the family F of all closed sets which cannot be written as a finite union of irreducible closed

sets. Since Pn is Noetherian, this family has a minimal element V . V cannot be irreducible itself, so

V = V1 ∪V2, where V1 and V2 are proper closed subsets. It can’t be the case that we can write both V1

and V2 as a finite union of irreducible closed subsets, as then we could write V in this form, so either

V1 ∈ F or V2 ∈ F , which contradicts minimality.

Suppose V = V1 ∪ · · · ∪ Vn and V = W1 ∪ · · · ∪Wm, where the Vk and Wk are irreducible closed, and

no closed set contains another in each of the decompositions (obviously, such a decomposition exists).

Note that Wk = ∪j(Wk ∩ Vj), and since Wk is irreducible, and each Wk ∩ Vj is closed, we must have

Wk ∩ Vj = Wk for some j, so Wk ⊂ Vj . Thus, each Wk in the decomposition of contained in one of the

Vj . We can use the same argument to show that each Vj is contained in one of the Wk. In other words,

given Wk, we have Vj and Wℓ such that Wk ⊂ Vj ⊂ Wℓ, and the no-subsets condition implies that

Wk = Vj = Wℓ. This means that each of the Wk is one of the Vj , so W1 ∪ · · · ∪Wm = Vk1
∪ · · · ∪ Vkm

,

with Wj = Vkj
, with each of the Vkj

distinct. The fact that each Vj is contained in one of the Wi = Vki

then implies that these decompositions are actually equal.

Solution II.18 (Problem 1.2.6). This solution is quite involved, and will require a few preliminary results:

1. The localization of an integral domain is an integral domain. This one is actually easy: if a1

s1
a2

s2
= 0 in

S−1R, then sa1a2 = 0 in R for some s ∈ S with s ̸= 0, so either a1 = 0 or a2 = 0.

2. The prime ideals of S−1R are in bijective correspondence with the prime ideals of R which do not

intersect S. We won’t prove this right now, maybe later in an appendix or something.
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3. If R is an integral domain, then the fraction field of R[t, t−1] is isomorphic to Frac(R)(t). We also won’t

prove this right now.

4. Transcendence degree is additive, in the sense that if we have field extensions L/K/k, then

tr degk(L) = tr degK(L) + tr degk(K) (25)

which implies that since A(Yi)[t, t
−1] is a finitely-generated k-algebra,

dimA(Yi)[t, t
−1] = tr degk Frac(A(Yi)[t, t

−1]) (26)

= tr degk Frac(A(Yi))(t) (27)

= 1 + tr degk Frac(A(Yi)) = 1 + dim(Yi) (28)

We won’t prove this general, standard result about transcendence degree for now (maybe later).

5. Localization commutes with quotients, in the sense that if J is a prime ideal, (S/J)−1(R/J) ≃
S−1R/S−1J . I will prove this one. First of all, note that if J is an ideal, then S−1J is an ideal

in S−1R. We can define ϕ((s+ J)−1(r+ J)) = s−1r+S−1J . To see that this is well defined, note that

if (s1 + J)−1(r1 + J) = (s2 + J)−1(r2 + J), then s(s1r2 − s2r1) ∈ J for some s /∈ J , which means that

s1r2 − s2r1 ∈ J , so that s−1
1 r1 − s−1

2 r2 ∈ S−1J . It is easy to check that this is a ring homomorphism.

Surjectivity is obvious, and to see injectivity, note that if s−1r ∈ S−1J , then s−1r = t−1q for t ∈ S

and q ∈ J , so there is some s′ ∈ S such that s′tr = s′sq, so (s′t)r ∈ J . Thus, by definition of the

localization, (s + J)−1(r + J) = 0, as we have identified an element of S/J by which we can multiply

r + J to get 0, namely s′t+ J .

This result will allow us to conclude that S(Y )xi+Ip(Y ) ≃ k[x0, . . . , xn]xi
/Ip(Y )xi

, as Ip(Y ) is a prime

ideal. Suppose xM
i ∈ Ip(Y ) for some M , then xi ∈ Ip(Y ), so Y ⊂ V (xi). Thus, if Y is not a subset

of V (xi), then Ip(Y )xi is a prime ideal. Moreover, if p ⊂ Ip(Y ) is a prime ideal, then p is obviously

disjoint from all powers of xi in this case as well. It follows that there is a bijective correspondence

between the prime ideals of S(Y ) contained in Ip(Y ) and the prime ideals contained in Ip(Y )xi
. Thus,

height(Ip(Y )xi
) = height(Ip(Y )) (29)

so it follows that

dimS(Y )xi+Ip(Y ) = dim k[x0, . . . , xi, x
−1
i , . . . , xn]− height(Ip(Y )) (30)

= dim k[x0, . . . , xn]− height(Ip(Y )) (31)

= dimS(Y ) (32)

where we are using the pretty-easy-to-verify fact that k[x0, . . . , xn]xi
≃ k[x0, . . . , xi, x

−1
i , . . . , xn], which

is a finitely-generated k algebra and has the same fraction field as k[x0, . . . , xn], thus the same dimension.

Now, let us jump into the main body of the solution. Following the advice of the hint, let φi : Ui → An be

the homeomorphism from Ui ⊂ Pn to affine space given by sending [x0, . . . , xn] to (x0/xi, . . . , x̂i/xi, . . . , xn/xi).

Suppose we choose i so that Y ∩ Ui ̸= ∅. Consider the set φi(Y ∩ Ui), where Y is closed and irreducible, so

Y ∩ Ui is closed in Ui. It is also irreducible, as if (C1 ∩ Y ∩ Ui) ∪ (C2 ∩ Y ∩ Ui) = Y ∩ Ui, where C1 and C2

are closed in Pn, then

Y = (Y ∩ Ui) ∪ (Y ∩ UC
i ) = (C1 ∩ Y ) ∪ (C2 ∩ Y ) ∪ (Y ∩ UC

i ) (33)

Thus, either Y ⊂ C1 or Y ⊂ C2 or Y ⊂ UC
i = V (xi), so Y ∩Ui = C1∩Y ∩Ui, C2∩Y ∩Ui, or ∅. We assumed

Y ∩Ui is non-empty, so we’re done. It follows that φi(Y ∩Ui) is closed and irreducible in An, thus an affine

variety.
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To be more specific, Y = Vp(a) for some homogeneous prime ideal a. Then

φi(Y ∩ Ui) =

{(
x0

xi
, . . . ,

xn

xi

) ∣∣∣ xi ̸= 0, f(x0, . . . , xn) = 0 for all f ∈ a

}
(34)

= {(y1, . . . , yn) | f∗(y1, . . . , yn) = 0 for all f ∈ a} (35)

= {(y1, . . . , yn) | g(y1, . . . , yn) = 0 for all g ∈ a∗} (36)

where f∗ is the polynomial in k[y1, . . . , yn] where we have substituted xj for 1, and a∗ is the set of all f∗ for

f ∈ a. It is easy to see that a∗ is an ideal, so the final line is irreducible algebraic set Va(a∗).

From here, let Yi = φi(Y ∩ Ui) = Va(a∗), and let A(Yi) denote the coordinate ring. We construct a map

ϕ : A(Yi) → S(Y )xi+Ip(Y ) as follows. Given some f + I(Yi) in A(Yi), we write f = f0 + · · ·+ fd in terms of

its homogeneous components. We then define

ϕ(f(y1, . . . , yn) + I(Yi)) =

d∑
k=0

(xi + Ip(Y ))−k(fk(x0, . . . , xi−1, xi+1, . . . , xn) + Ip(Y )) (37)

To prove that this map is well-defined, suppose g ∈ I(Yi) = a∗, so there exists some F ∈ a where F∗ = g.

Note that if G is homogeneous, then xd
i (G∗)

∗ = G for some d, where the upper-star is homogenization in the

i-th variable. Moreover,

(A+B)∗ =

deg(A+B)∑
k=0

x
deg(A+B)−k
i (Ak +Bk) =

deg(A)∑
k=0

x
deg(A+B)−k
i Ak +

deg(B)∑
k=0

x
deg(A+B)−k
i Bk (38)

= x
deg(A+B)−deg(A)
i A∗ + x

deg(A+B)−deg(B)
i B∗ (39)

which immediately means that

g∗ = (F∗)
∗ =

(
d∑

k=0

(Fk)∗

)∗

=

d∑
k=0

xdk
i ((Fk)∗)

∗ (40)

It follows that is we multiply both sides by some xD
i for large enough D, we will have

xD
i g∗ =

d∑
k=0

xDk
i Fk (41)

for some numbers Dk. Note that since a is homogeneous, each Fk is in a (as F ∈ a), so the above sum is

also in a, which means xD
i g∗ ∈ a = Ip(Y ). If we had xD

i ∈ a, then Y = Vp(a) ⊂ Vp(xi), which we already

assumed is not the case, so since a is prime, g∗ ∈ a. Note that

g∗(x0, . . . , xn) =

d∑
k=0

xd−k
i gk(x0, . . . , xi−1, xi+1, . . . , xn) (42)

which means that

0 + Ip(Y ) = g∗ + Ip(Y ) =

d∑
k=0

(xd−k
i + Ip(Y ))(gk + Ip(Y )) (43)

= (xd
i + Ip(Y ))

d∑
k=0

(xi + Ip(Y ))−k(gk + Ip(Y )) (44)

in S(Y )xi+Ip(Y ). From here, we know that xi /∈ a, so since S(Y ) is an integral domain and the localization

of an integral domain is an integral domain, it follows that
∑d

k=0(xi + Ip(Y ))−k(gk + Ip(Y )) = 0, as desired,

and the map is well-defined. We can also verify that it is a homomorphism easily. Of course, the imgage
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of this homomorphism is in the collection of degree-0 element of S(Y )xi+Ip(Y ), and it is equally easy to see

that this image is precisely the set of these degree-0 elements (as it is easy to find a preimage). To verify

injectivity, note that if

d∑
k=0

(xi + Ip(Y ))−k(fk + Ip(Y )) = (xi + Ip(Y ))−d
d∑

k=0

(xd−k
i fk + Ip(Y )) = 0 (45)

then we must have f∗ =
∑d

k=0 x
d−k
i fk ∈ Ip(Y ) = a. This means that (f∗)∗ ∈ a∗, so f = xd

i (f
∗)∗ is also in

a = I(Yi). Thus, we have shown that ϕ is an injective homomorphism whose image is the set of all degree-0

elements of the localized ring S(Y )xi+Ip(Y ), and we have the desired identification.

The next part of this problem asks us to show that the map we constructed above in fact extends to an

isomorphism S(Y )xi+IP (Y ) ≃ A(Yi)[t, t
−1]. To this end, we define

Φ((f + I(Yi))t
s) = ϕ(f + I(Yi))(x

s
i + Ip(Y )) (46)

and extend linearly. It isn’t difficult (but the notation sucks) to show that Φ is a ring homomorphism. It is

also obvious that Φ is surjective (as, again, it is easy to find a preimage). To verify injectivity, suppose

Φ

(
d∑

s=0

(f (s) + I(Yi))

)
=

d∑
s=0

ϕ(f (s) + I(Yi))(x
s
i + Ip(Y )) = 0 (47)

Then, since each coefficient is degree-0, it follows that we must have ϕ(f (s) + I(Yi)) = 0 for each s, so since

ϕ is injective, f (s) + I(Yi) = 0 for each s, so we have injectivity, and therefore, Φ is a ring isomorphism.

Now, since Y ∩ Ui ̸= ∅, so Y is not a subset of V (xi), we have, using Point 4 and 5 from our list at the

beginning of the solution, and the above isomorphism,

dimS(Y ) = dimS(Y )xi+Ip(Y ) = dimA(Yi)[t, t
−1] = dim(Yi) + 1 (48)

Since φi is a homeomorphism, it follows that dim(Yi) = dim(Y ∩ Ui). Clearly, all of the sets Y ∩ Ui are an

open cover for Y , so using Problem 1.1.10, we get dim(Y ) = maxi dim(Y ∩ Ui). It follows immediately that

dimS(Y ) = dim(Y )+1. Moreover, since the dimS(Y ) = dim(Yi)+1 for all i such that Y ∩Ui ̸= ∅, it follows
that in this case, we always have dim(Yi) = dim(Y ).

Solution II.19 (Problem 1.2.7). Point-by-point:

1. We have already seen that Pn is a projective variety, Vp(0), so S(Pn) = k[x0, . . . , xn]. Thus, from the

previous problem,

dim(Pn) = dim k[x0, . . . , xn]− 1 = (n+ 1)− 1 = n (49)

as desired.

Solution II.20 (Problem 1.2.8).

C. Section 1.3

III. Chapter 2

A. Section 2.1

Something that should be noted about Section 2.1 is that it isn’t particularly conceptually deep, its main

challenge is in getting acclimatized to some subtle definitions. If one is comfortable with all of the definitions,

there should be no issue solving all of the problems.
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Solution III.1 (Problem 2.1.1). Let F be a presheaf, recall that its sheafification F+ is obtained by setting

F+(U) to be all functions s : U → ⊔p∈UFp such that s(p) ∈ Fp and for each p ∈ U , there is a neighbourhood

V of p and t ∈ F(V ) such that s(q) = tq for each q ∈ V (where tq is the germ of t at q). The arrows are simply

restriction of functions. The morphism θ(U) : F(U) → F+(U) of Abelian groups is given by θ(U)(s)(p) = sp.

If F is the constant presheaf associated to A on X, note that F(U) = A, so all of the stalks of F is

isomorphic to A, and the Abelian group F+(U) is isomorphic to the group of functions s : U → A such that

for each p ∈ U , there is a neighbourhood V of p and t ∈ A such that s(q) = t for each q ∈ V . In other words,

s : U → A is a locally constant function, which is the case if and only if it is continuous when A is given the

discrete topology. Hence, F+(U) is isomorphic to G(U), where G is the constant sheaf associated to A on X.

We have such an isomorphism for all U , and the isomorphisms are compatible with the restriction maps, so

we have an isomorphism of sheaves.

Solution III.2 (Problem 2.1.2). There are three parts to this question:

1. Once again, recall that the kernel presheaf of a presheaf morphism φ : F → G is given by U 7→
Ker(φ(U)) ⊂ F(U). Of course, it follows that every section of Ker(φ(U)) is a section of F(U), so it

follows that if φ is a morphism of sheaves, and s ∈ Ker(φ(U)) restricts to 0 on a cover of U , then s = 0.

Moreover, given a collection of sections si ∈ Ker(φ(Vi)) for a cover {Vi} for U which agree on overlaps,

we can construct s ∈ F(U) which restricts to each of these sections, so s|Vi
= si. Then, we note that

φ(U)(s)|Vi
= φ(Vi)(s|Vi

) = φ(Vi)(si) = 0 (50)

for each Vi, so since G is a sheaf, it follows that φ(U)(s) = 0, which means that s ∈ Ker(φ(U)). Thus,

in this case, the kernel presheaf is a sheaf.

From here, we need to show that (Ker(φ))p = Ker(φp) at each p ∈ X. Recall that the map φp : Fp → Gp

of stalks is defined as φp(U, s) = (U,φ(U)(s)), so the kernel of φp will consist precisely of germs (U, s)

around p such that φ(U)(s) = 0 (i.e. s ∈ Ker(φ(U))). On the other hand, the stalk at p of Ker(φ)

consists of germs (U, s) around p where s ∈ Ker(φ)(U) = Ker(φ(U)), so the two are obviously equal.

Similarly, Im(φp) is all germs (U,φ(U)(s)) around p in Gp. On the other hand, Im(φ) is the sheafification

of the presheaf U 7→ Im(φ(U)), which we denote Im(φ)pre. We know that stalks of the sheaf and

the sheafification can be identified with each other. In particular, a germ of Im(φ)p is (U, s), where

s : U →
⋃

q∈U Im(φ)preq is a function such that if U is chosen to be small enough, then s(q) = tq for

some section t ∈ Im(φ(U)) ⊂ G(U). It follows that we can define an isomorphism Im(φ)p → Im(φpre
p

which takes (s, U) 7→ (t, U).

So, Im(φ)p is isomorphic collection of germs (U, s) around p where s ∈ Im(φ(U)), which is what we

want.

2. If φ is injective, then by definition the sheaf Ker(φ) is trivial, so Ker(φ)p = Ker(φp) is trivial for all

p, so every homomorphism of stalks φp is injective. On the other hand, if each φp is trivial, then each

stalk Ker(φ)p is trivial. It follows that if s ∈ Ker(φ(U)) is a section, then s|V = 0 for some V ⊂ U

around p. We can cover U by V around each p where s|V = 0, so since s is a section of a sheaf, s = 0

as well, and Ker(φ) is trivial.

Proving the similar result for surjectivity follows the same steps. In particular, we want to show that

Im(φ) = G if and only if φp : Fp → Gp is surjective for all p. If we assume that the former holds, then

Im(φp) = Im(φ)p = Gp for all p (these equalities are actually natural isomorphisms, but once again, we

can permit ourselves to be a bit sloppy). On the other hand, if Im(φp) and thus Im(φ)p is equal to Gp

for all p, then we need to show that Im(φ)(U) ≃ G(U) for all U (or are at least naturally isomorphic).

3.
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B. Section 2.2

Solution III.3 (Problem 2.2.1). To produce such an isomorphism, we obviously need a homeomorphism

between the underlying topological spaces ϕ : D(f) → Spec(Af ) and an isomorphism of sheaves ϕ# : O →
ϕ∗OX |D(f) where O is the structure sheaf (such that the morphism induces a local homomorphism of stalks).

If you look in Appendix. ??, you will see that we have already constructed a bijection between D(f) (the

collection of all prime ideals which do not contain (f), hence all prime ideals which do not intersect it) and

Spec(Af ) (the prime ideals of the localization Af ). We denote this map by ϕ (i.e. ϕ : D(f) → Spec(Af )

is given by ϕ(p) = S−1p and ϕ−1(q) = ρ−1(q), where ρ : A → S−1A is the localization map with S =

{1, f, f2, . . . }). Our first claim is that ϕ−1(V (a)) = D(f)∩V (ρ−1(a)). Indeed, note that if p is a prime which

contains a, then ϕ−1(p) = ρ−1(p) is a prime which does not contain f and which contains ρ−1(a). Similarly,

if p is a prime containing ρ−1(a) which does not contain f then ϕ(p) is prime and contains (ϕ ◦ ρ−1)(a) = a

(see Rem. ??), so p ∈ ϕ−1(V (a)), and we have the desired equality. This implies that ϕ is continuous.

On the other hand, we claim that ϕ(V (a) ∩ D(f)) = V (ϕ(a)). If p is prime, contains a, and does not

contain (f), then ϕ(p) is prime and contains ϕ(a). On the other hand, if p is prime and contains ϕ(a), then

ϕ−1(p) is prime, doesn’t contain f , and contains (ρ−1 ◦ϕ)(a), which contains a, so p ∈ ϕ(V (a)∩D(f)). Thus,

ϕ is in fact a homeomorphism.

We still need to produce an isomorphism of sheaves. We define ϕ#(U) : O(U) → OX(ϕ−1(U)) as follows.

Given a section s : U →
⊔

ϕ(p)∈U (Af )ϕ(p) in O(U), we can define function s̃ : ϕ−1(U) →
⊔

p∈ϕ−1(U) Ap as

s̃ = Φ−1
U ◦ s ◦ ϕ|φ−1(U), where ΦU :

⊔
p∈ϕ−1(U) Ap →

⊔
ϕ(p)∈U (Af )ϕ(p) is the unique map extending all of the

isomorphisms Φp : Ap → (Af )ϕ(p) introduced in Cor. ??, for all p ∈ ϕ−1(U). This also gives us a candidate for

(ϕ#(U))−1: the map taking s̃ to ΦU ◦s◦ (ϕ|φ−1(U))
−1. The fact that both of these maps are homomorphisms

simply follows from the fact that we can add and multiply functions, and that Φ is a homomorphism when

restricted to the individual rings. For example,

(Φ−1 ◦ s1 · s2 ◦ ϕ)(p) = Φ−1(s1(ϕ(p)) · s2(ϕ(p))) = Φ−1(s1(ϕ(p))) · Φ−1(s2(ϕ(p))) (51)

To prove that this function is, in fact, an element of OX(ϕ−1(U)), first note that

s̃(p) = (Φ−1 ◦ s ◦ ϕ)(p) = (Φ−1 ◦ s)(ϕ(p)) ∈ Φ−1((Af )ϕ(p)) = Ap (52)

so we satisfy the first condition. We also require that for each p ∈ ϕ−1(U), there exists a neighbourhood

p ∈ V ⊂ ϕ−1(U) and a, b ∈ A such that s̃(q) = a
b ∈ Aq for all q ∈ V (in particular, b /∈ q for any q ∈ V ). It

is of course the case that given some ϕ(p) ∈ U , we can produce a neighbourhood V such that s = a′/fn

b′/fm on

V . It then follows that on ϕ−1(V ) ⊂ ϕ−1(U), which contains p, we have

(Φ−1 ◦ s ◦ ϕ)(q) = Φ−1

(
a′/fn

b′/fm

)
=

a′fm

b′fn
∈ Aq (53)

where b′fn /∈ q ∈ ϕ−1(V ), as if it were, then either b′ ∈ q or f ∈ q. The latter cannot happen by definition

of q. If the former did happen, then we would have b′

fm ∈ ϕ(q) ∈ V , which is not the case. Thus, s̃ is a valid

element of the structure sheaf. Showing that the inverse homomorphism also outputs a valid element of the

structure sheaf follows a similar procedure.

We now need to show that ϕ# is actually a natural transformation, which is to say that it behaves nicely

with respect to restriction. Suppose U and V are open subsets of Spec(Af ), with V ⊂ U . We need to show

that ϕ#(s|V ) = ϕ#(s)|ϕ−1(V ), with s ∈ O(U). This more or less follows from the definitions:

ϕ#(s|V ) = Φ−1
V ◦ s|V ◦ ϕ|φ−1(V ) = (Φ−1

U ◦ s ◦ ϕ)|φ−1(V ) = ϕ#(s)|ϕ−1(V ) (54)

The same logic applies to the inverse mapping.
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The last thing to show is that the induced homomorphisms ϕ#
ϕ(p) : Oϕ(p) → (ϕ∗OX |D(f))ϕ(p) on the stalks

are local homomorphisms. A generic element of Oϕ(p) is a germ [U, s] where U is open around ϕ(p) and

s ∈ O(U). A generic element of (ϕ∗OX |D(f))ϕ(p) is also of this form, with s ∈ OX(ϕ−1(U)), where ϕ−1(U)

is an open set around p in D(f). Because ϕ is a homeomorphism, it follows that this stalk is isomorphic to

the stalk (OX)p, via the map [U, s] 7→ [φ−1(U), s]. Via evaluation maps at ϕ(p) and p, Oϕ(p) ≃ (Af )ϕ(p) and

(OX)p ≃ Ap. Thus, when composing with these isomorphisms, the mapping of stalks takes an element r of

Ap, picks some germ corresponding to a section taking on this value at p, maps under (ϕ#)−1, and evaluates

at ϕ(p), which all together, just yields Φp(r). Thus, the map of stalks is, up to conjugating by isomorphisms,

the isomorphism Φp introduced in the appendix. Hence, we simply need to show that Φp : Ap → (Af )ϕ(p) is

a local map. To do this, note that the maximal ideal in (Af )ϕ(p) is the ideal generated by ϕ(p) ⊂ Af , which

is the ideal generated by all element of the form p
fn for p ∈ p. On the other hand, the maximal ideal of Ap

is the ideal generated by p. It is a pretty immediate consequence from the definition of Φp, that the inverse

image of the former maximal ideal is equal to the latter. Thus, we have a local homomorphism.

Thus, we have shown that as locally ringed spaces, (D(f), OX |D(f)) ≃ Spec(Af ), as desired.

Solution III.4 (Problem 2.2.2). First consider the case where X = Spec(A), and OX is the structure sheaf,

so it is an affine scheme. If U ⊂ X is an open set, then X − U = V (a) for some ideal a ⊂ A, which has

generating set (fα)α∈J . It follows that V (a) =
⋂

α∈J V (fα), so U =
⋃

α∈J D(fα). In other words, we can

cover U with open sets of the form D(f). We know that (D(f),OX |D(f)) is an affine scheme from Problem

2.2.1, so it follows that we can cover (U,OX |U ) in affine schemes, which implies it is a scheme (note that

restricting sheaves to open sets behaves nicely, so restricting to U and then restricting to D(f) is the same

as restricting to D(f) from OX).

To prove the general case, note that if U is an open set of generic scheme X, then we can cover X in

open sets which are isomorphic to affine schemes, (Vα,OX |Vα
). It then follows that (U ∩ Vα,OX |U∩Vα

) is an

open subset of an affine scheme, which means it is a scheme, which means we can cover it in affine schemes

(Wα,β ,OX |Wα,β
). Taking all of these affine schemes will cover (U,OX |U ), which implies it is itself a scheme.

Solution III.5 (Problem 2.2.3). Point-by-point:

1. Suppose s ∈ OX(U) is nilpontent, so that sN = 0 for some N . Since restriction respects ring structure,

(s|V )N = (sN )|V = 0 for some V ⊂ U , so the stalk around any p ∈ U will have a nilpotent element,

namely the germ sp. On the other hand, suppose stalk OX,p has nilpotent germ sp, so sNp = [s, U ]N =

[sN , U ] = 0 for some N . The 0-germ 0 at p is simply [0, V ], for some open set V around p, so we

must have sN and 0 agreeing on some neighbourhood W ⊂ U ∩ V of p. Therefore, OX(W ) contains a

nilpotent element.

2. Recall that the stalks of the sheafification O#
X,red are precisely the stalks of the presheaf U 7→ OX(U)red,

which have no nilpotent elements. Therefore, if we prove that (X,O#
X,red) is a scheme, it will be a

reduced scheme.

We will begin by assuming that (X,OX) = (Spec(A),O). The idea is to show that (Spec(A), (O#
red) ≃

(Spec(A/r),O′), where r = Rad(0), the nilradical of A. For any ideal a, we have the quotient map π :

A → A/a. This means that we have an induced map of locally ringed spaces (f, f#) : (Spec(A/a),O′) →
(Spec(A),O), where f(p) = π−1(p). If we restrict the image of f to V (a), we actually find that

f : Spec(A/a) → V (a) is a homeomorphism. The bijective correspondence between the prime ideal of

A/a and the prime ideal of A which contain a is obvious. Continuity is obvious from the fact that π

is induced by the quotient homomorphism A → A/a. It is also easy to see that for a ⊂ b, we have

π(V (b)) = V (π(b)). Therefore,

Spec(A/r) ≃ V (r) = V ((0)) = Spec(A) (55)

as desired: f : Spec(A/r) → Spec(A) is a homeomorphism.
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The other thing we need to do is prove that the sheaves O#
red and f∗O′ are isomorphic. Of course,

f# : O → f∗O′ is a local morphism of sheaves. Note that if s ∈ O(U), then f#(U)(s) = π′ ◦ s ◦ f = 0

where π′|Ap
: Ap → (A/r)π(p) is the reduction map, where we recall that localization commutes with

quotients. If s is nilpotent, then s(p) ∈ rp for every p ∈ U , so f#(U)(s) = 0. It follows that f#(U) :

O(U) → O′(f−1(U)) descends to a morphism f#
red(U) : O(U)red → O′(f−1(U)). Moreover, these

morphisms clearly form a local morphism of presehaves. It follows that it extends a unique morphism

of sheaves g : O#
red → f∗O′. We want to show that this map is an isomorphism of sheaves, so we

show that it induces an isomorphism on the stalks. Indeed, we have O#
red,f(p) = Ored,f(p). gf(p) takes

germs [V, [s]] to germ [V, π′ ◦ s ◦ f ], where [s] is an equivalence class in O(V )red. If π′ ◦ s ◦ f = 0 on

V , then we must have s(f(p)) nilpotent for every p ∈ f−1(V ), hence s(p) is nilpotent for every p ∈ V ,

so [s] = 0, and we have injectivity. Surjectivity follows from the fact that π′ is surjective and f is a

homeomorphism. Thus, we have our isomorphism of stalks, and the map as an isomorphism of sheaves.

To prove the general case, we just apply the result above locally. In particular, if (X,OX) is a scheme,

then locally, (U,OX |U ) is isomorphic to (Spec(A),O). Thus, (U,OX |#U,red) is locally isomorphic to

(Spec(A),O#
red), which is isomorphic to (Spec(A/r),O′), which is itself an affine scheme.

To prove the final thing, let red : OX → O#
X,red be the unique morphism of schemes which extends the

morphism of preschemes red : OX → OX,red which takes s ∈ OX(U) to its reduction [s] ∈ OX(U)red.

The morphism (id, red) : Xred → X is a morphism of schemes which is a homeomorphism on the

underlying topological spaces.

3. Of course, if we write f = (h, h#), then g will be the mapping h on the underlying topological spaces.

We require the existence of unique g# : O#
Y,red → h∗OX such that g# ◦ red = h#. If we can prove the

existence of a unique χ : OY,red → h∗OX (morphism of presheaves) where χ ◦ red = h# as presheaf

morphisms, where red in this context is the presheaf morphism taking a section to its reduction, then

by uniqueness of extension to the sheafification, g# is the unique extension of χ. The idea is to

simply define χ(V ) : OY (V )red → OX(h−1(V )) as χ(V )([s]) = h#(s). This is well-defined because if

s ∈ OY (V ) is nilpontent, then h#(s) must be nilpotent in OX(h−1(V )), which means it must be equal

to 0 as X is reduced. It follows that if s1 and s2 differ by a nilpotent element, then h#(s1) = h#(s2).

It is easy to see that this is a local morphism of presheaves from here, and is unique via the formula

we have used to define it. This completes the proof.

Solution III.6 (Problem 2.2.4). We want to show that α : HomSch(X,Spec(A)) → HomRing(A,Γ(X,OX))

is a bijection. In the case that X = Spec(R) is an affine scheme, this is quite simple. We replace Γ(X,OX)

with R, via the isomorphism, in the definition of α above. Note tha we have the map β : HomRing(A,R) →
HomSch(Spec(R),Spec(A)) which takes ϕ : A → R to the induced map (Proposition 2.3). It is proved in

Proposition 2.3 that β is a left-inverse of α. To prove that it is also a right inverse, note that ϕ induces (f, f#)

where f(p) = ϕ−1(p), and we have the map f#(Spec(A)) : Γ(Spec(A),OSpec(A)) → Γ(Spec(R),OSpec(R))

which takes sa, the constant section taking on value a ∈ A at every point, to ϕ ◦ sa ◦ f , which takes on ϕ(a)

at every point. Thus, this section can be identified with ϕ under the isomorphisms identifying the global

sections with A and R respectively. It follows that β is a right inverse, and α is a bijection in this case.

To prove that this result holds for general schemes, pick some cover {Uα} for X such that X is affine when

restricted to each open set. We can use the α maps to induce a bijection

α̃ :
∏
α∈J

HomSch(Uα,Spec(A)) →
∏
α∈J

HomRing(A,Γ(Uα,OX)) (56)

Of course, we have the natural restriction map on each affine open set, yielding

R : HomSch(X,Spec(A)) →
∏
α∈J

HomSch(Uα,Spec(A)) (57)

On the other hand, suppose we have a collection of morphisms of schemes (fα, f
#
α ) : Uα → Spec(A) such

that fα = fβ on Uα ∩ Uβ and given f#
α (V ) : O(V ) → OX(f−1

α (V )) and f#
β (V ) : O(V ) → OX(f−1

β (V )), we
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have

f#
α (V )(s)|W = f#

β (V )(s)|W (58)

for W ⊂ f−1
α (V )∩f−1

β (V ). We immediately can combine the fα to form a continuous map f : X → Spec(A).

Moreover, given some open V ⊂ Spec(A), and section s ∈ O(V ), note that f−1(V ) is covered by the Uα and

Uα ∩ f−1(V ) = f−1
α (V ), so we can write f−1(V ) as the union of the f−1

α (V ). Of course, the goal is to define

a section on all of f−1(V ). We have sections f#
α (V )(s) ∈ OX(f−1

α (V )) for each α, and we know that these

sections agree on intersections. Thus, by definition of a sheaf, they glue together to a unique section which

restricts to the subsections.

It is easy to check that the subset of
∏

α HomSch(Uα,Spec(A)) which is the image of R is exactly the set

with the restrictions described above, and that the map described above is an inverse to R. We use similar

logic to treat the natural map

Q : HomRing(A,Γ(X,OX)) →
∏
α∈J

HomRing(A,Γ(Uα,OX)) (59)

where we restrict global sections to local sections. In particular, given some element of the product determined

by a collection of homomorphisms ϕα, we consider the case where sections ϕα(a) and ϕβ(a) agree on Uα∩Uβ .

It is clear that these elements are the image of Q. Moreover, when restricting to the image of R, we can

easily see that these elements are the image of α̃|Im(R). In particular, the maps f#
α (Spec(A)) and f#

β (Spec(A))

which take Γ(Spec(A),O) to Γ(Uα,OX) and Γ(Uβ ,OX) respectively take global sections of Spec(A) to pairs

which agree on Uα ∩ Uβ .

Moreover, given some collection of ϕα which satisfy the desired criteria, they will induce an element of

Im(R).

Thus, we have a commutative square where three of the arrows are bijections, so the fourth arrow between

HomSch(X,Spec(A)) and HomRing(A,Γ(X,OX)) is also a bijection.

Solution III.7 (Problem 2.2.5). This follows quite readily from the previous solution: we have a bijection

α : HomSch(X,Spec(A)) → HomRing(A,Γ(X,OX)). Thus, our bijection is between HomSch(X,Spec(Z)) and
HomRing(Z,Γ(X,OX)). But of course, if ϕ : Z → R is an arbitrary ring homomorphism, then ϕ(1) = 1R,

and this determines where every element of the domain is sent. Therefore, there is a unique element in

HomSch(X,Spec(Z)), as desired.
We are also asked to describe Spec(Z): it is the collection of prime ideals (p), each of which are closed

points. The closed sets V (k) can be broken down via a prime factorization of k to get a finite union of the

single point sets V (p1)∪ · · · ∪ V (pn), so along with the entire set Spec(Z), these finite sets give the topology

(this is usually called the finite-complement topology).

Solution III.8 (Problem 2.2.6).

Solution III.9 (Problem 2.2.7). A morphism is of the form (f, f#) : Spec(K) → X. We know that

Spec(K) consists of a single point, (0), so specifying f is equivalent to specifying a point x = f((0)) ∈ X.

The morphism of sheaves f# : OX → f∗OSpec(K) is equivalent to specifying local ring morphisms f#(U) :

OX(U) → OSpec(K)((0)) for all U which contain the point x. Of course, the ring OSpec(K)((0)) consists

of all functions s : {(0)} → K(0) ≃ K, which is isomorphic to K itself. Hence, we may specify a local

ring morphism ϕ(U) : OX(U) → K for each U containing x, such that if V ⊂ U and ι is the inclusion,

then ϕ(U) = ϕ(V ) ◦ OX(ι). Specifying all such morphisms is clearly equivalent to specifying a local ring

morphism ϕ : Ox → K. Finally, if ϕ is a local ring morphism, then ϕ−1(0) = mx, so we obtain an injective

morphism ϕ̃ : Ox/mx → K. Conversely, if ϕ̃ is a pre-specified injective morphism, then ϕ = ϕ̃ ◦ π, where

we pre-compose with the projection map, is a local ring homomorphism Ox → K, and it is easy to see that

these correspondences are inverses of each other.

Solution III.10 (Problem 2.2.8). Note that we have the natural inclusion k → k[ε]/ε2, which yields natural

morphism Speck[ε]/ε2 → Spec(k), making Speck[ε]/ε2 a scheme over k, with map Spec(ι). A k-morphism of
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this scheme to f : X → Spec(k) is a morphism of schemes g such that f ◦ g = Spec(ι). Let p be a prime ideal

in k[ε]/ε2, it is easy to see that the only possible non-zero proper ideals are principal, ([ε + a]). Moreover,

we must have a = 0, as ε2 + aε is in [ε+ a], which means aε is, so a2 is. It is clear that ([ε]) is prime. Thus,

Speck[ε]/ε2 consists of one point, (ε) ((0) is not prime, as ε2 = 0). finish

Solution III.11 (Problem 2.2.9).

Solution III.12 (Problem 2.2.10). It is a basic fact from algebra that any (monic) polynomial in R[x] can be

factored as a product of monomials x−a and irreducible quadratics x2+bx+c. Thus, Since R is Noetherian,

so is R[x]. If p = (f1, . . . , fn) is a prime ideal, then it must contain each of the irreducible factors of each fj
of the above form, so any prime is generated by a finite collection of irreducibles of the form introduced in

the first sentence. We cannot have x− a and x− b in this generating set for a ̸= b, as then 1 ∈ p by taking

their difference to obtain a unit. In addition, if p contained both x− a and x2 + bx+ c, then p contains

x2 + bx+ c− (x− a)(x+ b+ a) = c+ ab+ a2 (60)

This must be equal to 0, otherwise p would contain a unit, but then a would be a root of x2 + bx+ c, which

can’t be as this polynomial is irreducible. Thus, the prime ideals are precisely the principal ones (x− a) and

(x2 + bx + c) generated by the irreducible elements. Therefore, Spec(R[x]) has a point corresponnding to

each a ∈ R, namely (x− a). It also has a point corresponding to each conjugate pair of complex numbers in

C. Thus, Spec(R[x]) has more points than R, but less than C.
If we want to compare topologies, note that of a = (g1, . . . , gm) is a polynomial ideal, we have V (a) =

∩m
j=1V (gj). Each V (gj) is the union of V (g

(k)
j ), where the g

(k)
j are the irreducible factors. Each of these is a

one-point set, so V (gj) is a finite union of points, and V (a) is also a finite union of points. Thus, the closed

sets are precisely the finite collection of points, and the topology is thus the finite complement topology:

quite different from the usual topologies on R and C!

Solution III.13 (Problem 2.2.16). Point-by-point:

1. Let us first look at the affine case. In particular, when X = Spec(B), a choice of a global section amount

to a choice of element f in B, the stalk Op at point p is isomorphic to Ap, and mp ≃ ϕ(p), the image

of p in the localization. The stalk of a section is then just the image of f in each of the localized rings

Ap. The condition of ρ(f) not being in ϕ(p) is equivalent to the condition that f /∈ ρ−1(ϕ(p)) = p (see

the appendix). It follows that p ∈ Xf if and only if p does not contain (f) (equivalent to p ∈ D((f))).

So, Xf = D((f)), in the affine case.

Now, for the general case, we can restrict to affine U and restrict a section f to f , and note from above

that Xf ∩ U = Uf = D((f)).

2. Again, it is easy to prove this in the affine case. In this case, Xf = D((f)). In this case, restricting

some a ∈ A, thought of as a global section, to O(D(f)) ≃ Af amounts to mapping it under inclusion

into the localization. a is 0 in the localization if and only if fna = 0 in A, for some n. To prove the

general case, take a finite affine open cover for X by U1, . . . , Um, and gets some nk for each Uk so that

fnka = 0 in Γ(Uk,OX |Uk
). Taking the largest of the nk to be n, and we get fna = 0 on all of the open

sets Uk, thus on all of X.

3. Let us first look at the affines Ui. In particular, let us look at b restricted to Xf ∩ Ui ≃ D(f),

so b ∈ O(D(f)) ≃ Af . It follows that b = ai

fni
for ai ∈ A, on Ui ∩ Xf . On the intersections

Ui ∩ Uj ∩Xf = (Ui ∩ Uj)f , we have course must have

ai
fni

=
aj
fnj

⇐⇒ fmij (aif
nj − ajf

ni) = 0 (61)

Then, since these intersections are quasi-compact, it follows from above that there exists some Mij

such that fMij (aif
nj − ajf

ni) = 0 on all of Ui ∩Uj . Let M be the largest of all the Mij . We then have

fM (aif
nj − ajf

ni) for every pair i and j. It follows that we just define a = aif
M+n1+···+n̂i+···+nK for

every i. Let N = n1 + · · · + nK . Then, when we restrict to Ui ∩Xf , we have a = fM+Nb, for each i,

and we are done.
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4. Given some b ∈ Γ(Xf ,OXf
), we have that fnb is the restriction of some a ∈ A. Thus, we map b to a

fn

in Af . This is well-defined because if fmb is also a restriction of some a′ ∈ A, we have

fma = fn+mb = fna′ =⇒ a

fn
=

a′

fm
∈ Af (62)

It is clear that this map is also a ring homomorphism. If fnb is the restriction of 0, so fnb = 0, then

locally, where b can be thought of as an element of O(D(f)) ≃ Af , it follows that b = 0, so we have

injectivity. Surjectivity follows from the fact that given some a
fn , we can always choose b to be of this

form locally in O(D(f)), such a b will be mapped to a
fn . Thus, we have the desired isomorphism.

Solution III.14 (Problem 2.2.18). Comparing properties of ring homomorphisms to the induce morphisms

of schemes. Let’s go!

1. If D(f) is empty if and only if every prime ideal of A contains (f) if and only if f is in the intersection

of all prime ideal of A, Rad(0), if and only if fn = 0 for some n.

2.

C. Section 2.3

IV. Chapter 3

A. Extra proofs

Remark A.1 (Some details on localizations). Let R be a ring, let S be a multiplicative set. Let ρ : R → S−1R

be the localization map taking r to r
1 ∈ S−1R. If a is a (prime) ideal in S−1R, then ρ−1(a) is a (prime) ideal

in R. We also define a map ϕ taking an ideal a of R to the ideal in S−1R generated by the set ρ(a). We

will use the notation ϕ(a) = S−1a. It is easy to see that every element of S−1a is of the form r
s , for some

r ∈ a. Let us consider the relationship between ϕ and the map ρ−1 taking a to ρ−1(a). Our first claim is

that a = ϕ(ρ−1(a)) for any ideal a. To see this, pick some r
s ∈ a ⊂ S−1R. Note that ρ(r) = r

1 = sr
s ∈ a, so

r ∈ ρ−1(a) ⊂ R and r
1 ∈ ρ(ρ−1(a)). This means that r

s is in the ideal in S−1R generated by all images of

elements of ρ−1(a) under ρ, so a ⊂ ϕ(ρ−1(a)). On the other hand, given some element of ϕ(ρ−1(a)), it will

be of the form

r1
s1

· q1
1

+ · · ·+ rm
sm

· qm
1

=
r′1q1 + · · ·+ r′mqm

s1 · · · sm
(A1)

so any such element is of the form r
s for some r ∈ ρ−1(a). Thus, r

1 ∈ a, so r
s ∈ a, which gives the reverse

inclusion.

Thus, (ϕ ◦ ρ−1)(a) = a. However, it is not the case that (ρ−1 ◦ ϕ)(a) = a. This only works if we restrict

the ϕ to the collection of prime ideals which do not intersect S, and ρ−1 to the collection of prime ideals in

S−1R. Note that if p ⊂ S−1R is prime, then ρ−1(p) will be prime in R. Moreover, if s ∈ ρ−1(p) for some

s ∈ S, then s
1 ∈ p, so 1

1 ∈ p, contradicting the fact that it must be proper. On the other hand, if p is a prime

ideal in R not intersecting S, then every element of ϕ(p) is of the form

r1
s1

· p1
1

+ · · ·+ rm
sm

· pm
1

=
p

s
(A2)

for p ∈ p, s ∈ S. Thus, if some p
s ∈ ϕ(p) with p ∈ p, s ∈ S, can be written as p

s = p1

s1
· p2

s2
= p1p2

s1s2
, then

qs1s2p = qsp1p2 for some q ∈ S, so qsp1p2 ∈ p. Since S ∩ p = ∅ and p is prime, p1p2 ∈ p, so either p1 or p2
is. Then either p1

s1
or p2

s2
is in ϕ(p).

Let us finally show that (ρ−1 ◦ ϕ)(p) = p for such prime ideals. First note that given p ∈ p, then ρ(p) = p
1

is in ϕ(p), so p ⊂ (ρ−1 ◦ ϕ)(p). Note that we haven’t yet used the fact that p is prime: this inclusion holds
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for any ideal. However, we need this assumption for the reverse inclusion. If p ∈ (ρ−1 ◦ ϕ)(p), then p
1 ∈ ϕ(p).

Thus, it can be written as q
s for some q ∈ p and s ∈ S. Then we have t(sp− q) = 0 for some t ∈ S, so sp ∈ p.

Then, since p is prime and does not contain any elements of S, p ∈ p, giving the reverse inclusion.

The above discussion gives us the following result:

Lemma A.1. If R is a ring, and S is a multiplicative set, then the prime ideals of S−1R are in bijective

correspondence with the prime ideals of R which do not intersect S

Let us continue our discussion of localizations.

Lemma A.2. If S and T are multiplicative sets in ring R such that S ⊂ T , then S−1T is a multiplicative

set and T−1R ≃ (S−1T )−1(S−1R) as rings.

Proof. Define the map Φ : T−1R → (S−1T )−1(S−1R) to be Φ( rt ) =
r/1
t/1 . To show that this is well-defined,

suppose r′

t′ = r
t . Then q(tr′ − t′r) = 0 for some q ∈ T . We want to show that r′/1

t′/1 = r/1
t/1 , which is true if and

only if there is x
s ∈ S−1T such that

x

s

(
t′r

1
− tr′

1

)
=

x(t′r − tr′)

s
= 0 (A3)

so we just let x
s = q

1 , and we have what we want. The fact that this is a homomorphism is easy. Given some
r/s1
t/s2

, note that Φ( s2rs1t
) = s2r/1

s1t/1
. We claim this is equal to the first expression. Indeed,

s1t

1

r

s1
− s2r

1

t

s2
=

r

t
− r

t
= 0 (A4)

so this is the case, and we have surjectivity. Finally, suppose Φ( rt ) =
r/1
t/1 = 0. Then x

s
r
1 = xr

s = 0 for some
x
s ∈ S−1T . Then x′r = 0 for some x′ ∈ T . It follows that r

t = x′r
x′t = 0 in T−1R, so we have injectivity. Thus,

Φ is an isomorphism.

Corollary A.0.1. It follows that if A is a ring, and p is a prime ideal which does not contain f , so

S = {1, f, f2, . . . } is contained in T = A− p, then

Ap = T−1A ≃ (S−1T )−1(S−1A) = (S−1(A− p))−1(S−1A) = (Af − S−1p)−1Af = (Af )S−1p (A5)

This will be useful in some of the problems.

Here are few facts about sheaves:

Proposition A.1. If f : X → Y is a homeomorphism and OX is a sheaf on X, then (f∗OX)f(x), the stalk

of the pushforward sheaf, is isomorphic to OX,x.

Proof. Note that the elements of OX,x are germs [U, s] where s ∈ OX(U) and x ∈ U . The elements of

(f∗OX)f(x) are germs [V, r] with r ∈ OX(f−1(V )) and f(x) ∈ V . Thus, we have map f# : OX,x → (f∗OX)f(x)
with f#[U, s] = [f(U), s]. This is obviously a ring homomorphism, and it has an inverse.

I want to fill in some of the details in Hartshorne’s proof of Proposition 2.3.

Claim A.1. If φ : A → B is a homomorphism of rings, then it induces a natural morphism of locally ringed

spaces (f, f#) : (Spec(B),OSpec(B)) → (Spec(A),OSpec(A)).

Proof. We can define f : Spec(B) → Spec(A) as f(p) = φ−1(p). This is clearly a continuous map, as

f−1(V (a)) = {p | φ−1(p) ⊃ a} = {p | p ⊃ φ(a)} (A6)
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and p contains φ(a) if and only if it contains the ideal generated by φ(a), so this is just V ((φ(a))). To define

f# : OSpec(A) → f∗OSpec(B), note that we can define “localized” morphisms φp : Af(p) → Bp for prime

p ⊂ B. We can then define φU :
⊔

f(p)∈f(U) Af(p) →
⊔

p∈U Bp by extending the φp is the obvious way. This

allows us to define

f#(U)(s) = φU ◦ s ◦ f (A7)

This collection of maps clearly behaves will with respect to restrictions, so it is a morphism of sheaves. The last

thing we need to show is that the morphisms on stalks are local morphisms. We know that OSpec(A),f(p) ≃
Af(p), via the evaluation map (same with OSpec(B),p ≃ Bp. Therefore, the map f#

p : OSpec(A),f(p) →
OSpec(B),p immediately reduces to φp, which is a local homomorphism as it is the localization of a ring

morphism.

Claim A.2. X = Spec(A) is irreducible if and only if Rad(0) ⊂ A is prime.

Proof. Clearly, if p is prime, then if V (p) = V (a) ∪ V (b) = V (ab), we must have ab ⊂ p. One of the

ideals must be in p, so we have V (p) = V (a) or V (b), which means it is irreducible. Conversely, if V (p) is

irreducible, suppose there is some ab ∈ p where neither a nor b is in p. Then we have (p+ a) · (p+ b) = p, so

V (p) = V (p+ a) ∪ V (p+ b), a contradiction. It follows that X = Spec(A) = V (Rad(0)) is irreducible if and

only if Rad(0) is prime.

Claim A.3. X is reduced if and only if Rad(0) = 0.

Proof. Obviously, if all the stalks Op ≃ Ap contain no nilpotent elements, then neither will A, so Rad(0) = 0.

On the other hand, if Rad(0) = 0, suppose some s−1a ∈ Ap were nilpotent, so an

sn = 0. Then there is q ∈ A−p

such that qan = 0. Then, (qa)n = 0, so qa ∈ Rad(0), so qa = 0. Then a
s = qa

qs = 0.

Claim A.4. X is integral if and only if A is an integral domain.

Proof. Obviously, if each OX(U) is an integral domain, then OX(X) ≃ A is. Conversely, if A is an integral

domain, suppose p is a prime ideal, and look at Ap. Suppose we have a
s and b

r such that ab
rs = 0. Then there

exists q ∈ A (with q ̸= 0) with qab = 0. Thus, a = 0 or b = 0, as A is an integral domain. It follows that

if a, b ∈ OX(U) are sections where ab = 0, then at each point, we have a(p)b(p) = 0 implying a(p) = 0 or

b(p) = 0. We know that given p ∈ U , we will then have (WLOG) a(q) = p
q = 0 for q ∈ V around p. In

particular, q /∈ q in V . It follows that for each q ∈ V , we must have s(q)p = 0 for some non-zero s(q) ∈ A−q.

Except, since A is an integral domain, then p = 0. Therefore, a(p) = 0 for all p in some open subset of U .

Since A is an integral domain, (0) is prime, and is contained in every open set. Thus, any other open set on

which a is constant must be 0, as the intersection of this open set with V is non-trivial. Hence, a = 0, and

OX(U) is an integral domain.

B. A few solutions (to more basic problems) from Vakil’s book

Solution B.1 (Problem 1.2.G). Define ϕ : Z/(10) ⊗ Z/(12) → Z/(2) as ϕ([m] ⊗ [n]) = [mn]. This is well-

defined because mn ∼ (m+10a)(n+12b) in Z/(2). It is clearly a well-defined homomorphism, and is clearly

surjective. To check injectivity, note that if [mn] = 0, then either m or n is even. If m = 2k, and by Bezout

we know that there exist x and y with 10x+ 12y = (10, 12) = 2, then

[m]⊗ [n] = [2k]⊗ [n] = ([10kx]⊗ [n]) + ([ky]⊗ [12n]) = 0 (B1)

Similar logic applies when n is even, so ϕ is an isomorphism.

C. Commutative algebra stuff


